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Demonstrable Research on China Urban Energy - conserving Evaluation

WU Guo-hua,YAN Shuping
(The Research Center for Resources Economy and Strategy , Shandong University of Finance, Jinan 250014, China)

Abstract : Firstly, based on analyzing the limitations of the current energy - conserving eval uation indexes, thisarticle defines the urban energy
- conserving scope. Secondly , the article has established urban energy - conserving evaluation model and eval uation index system. It contains
27 indexesin 3 layers with the bass of the industry, building, urban transportation and live consumption. Thirdly, according to the certain
principles, it dividesthe urban energy - conserving level to four grades. Based on calculating industry energy consumption index Al and synthe-
ssindex of building, transportation and live consumption B , it has set up the standing of energy - conserving level , that is. Intheend, it takes
some urban as an example to carry on a demonstrable research. The result proved the urban energy - conserving level wasthe  classin 2005,
belonging to advanced energy - conserving level. Theindustria energy - saving result is better , but the job of energy - conserving about build-
ing, transportation and life consumption needs to be strengthened. The analyss result reflects the actua condition of the urban energy con-
sumption basically.

Key words:urban; energy - conserving; index system; evaluation model

The Research of Deter minants of Female Entrepreneurial Intentions

QIAN Yong-hong, WAN G Zhong-ming
(Management School of Zhgiiang Universty , Hangzhou 310058 ,China)

Abstract : With the advent of Knowledge Economics epoch, women possess the truly equate opportunities to compete with man in business
world and their entrepreneurship , oppressed for centuries, is unprecedentedly released The tendency to start private busnessfor women flour-
ished snce 1990s, and nowadays busness operated by women has been recognized to have sgnificant contribution to the economic miracle of
PRC Inthisarticle, the authors are motivated to explore the idiosyncratic factors impacting women entrepreneuria intentions Based on priori
research fruits and structural interview , this paper proposed that gender identification and family commitment are two paramount factors for
women to engender entrepreneuria intentions A sampling pool of 351 women entrepreneurs were used to test our hypotheses Empirical results
indicated that gender identification and family commitment moderate the relationship between women entrepreneurial intention and its relevant
antecedents These findings provideinsgghtsin how to stimulate intrinsgc entrepreneurship for women and facilitate our understanding of why
women as a whole group are less likely to choose selecting self - employment (entrepreneur) as professiona career.

Key words :entrepreneuria intentions;gender identification ;family commitment.
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The Practice of Clustering in CRM and Discussion on Characteristic Digtill

TAN Yuanrong, SUN Jian-ping
(School of Economics & Management ,Nanjing University of Science and Technology , Nanjing 210049 ,China)

Abstract : With the development of Data Mining and the growth of information, many enterprises and cooperates begin to use the Data Mining
technique to analyze and process the large amount of data which isaccumulated in the busness activitiesin order to find out important rulesfor
marketing strategy. Customer clusteringisacrucial issue. According to customer clustering, smilar customer groupscluster on the bassof their
personal and behavioral attributes. Then, the enterprises can work out different marketing strategies and apply them to each customer group re-
spectively. The thes s focuseson two questions about clustering formation. First , several typica clustering agorithms and their complexities are
introduced. Meanwhile, the application and efficiency of the clustering algorithm are discussedinit , and then the effectua arithmetic on how to
carry through characteristic distill in the clustering formation is given out.

Key words :clustering ;customer relationship management (CRM) ;data mining(DM) ;characteristic distill ;unsupervised learning(UL) .
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